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Abstract testing and validation of these models through con-
trolled, repeatable experiments. Slight experimental

The evaluation of models of social and behavioral de- variations can be used to isolate and evaluate single fac-
velopment is difficult in natural settings; ethical con- tors (whether environmental or internal) independent
cerns, difficulties in implementing experimental proce-

dures, and difficulties in isolating hypothesized vari- of many of the confounds that affect normal behavioral
ables make experimental evidence difficult or impossi- observations. Experiments can also be repeated with
ble to obtain. We propose the use of human-like robots nearly identical conditions to allow for easy validation.
as a testbed for the evaluation of models of human so- Further, internal model structures can be manipulated
cial development. Robotic implementation of human to observe the quantitative and qualitative effects on
social models allows for unique opportunities to eval- behavior. A robotic model can also be subjected to con-
uate those models. In this paper, we review some of troversial testing that is potentially hazardous, costly,
the implications of this proposal by examining a case or unethical to conduct on humans; the "boundary con-
study of an on-going project to implement an existing ditions" of the models can be explored by testing alter-
model of one aspect human social development, the de- native learning and environmental conditions. Finally,
velopment of joint attention behaviors.

a robotic model can be used to suggest and evaluate
potential intervention strategies before applying them

Introduction to human subjects.

Research on humanoid robotics has been motivated by In this paper, we discuss the potential biological and

a variety of different goals. Some research groups have engineering questions that can be examined by imple-
focused on the construction of machines with human- menting models of human social development on a hu-

like form and motion to meet anticipated commercial manoid robot. Our group has implemented biolog-

needs as a flexible factory worker, a domestic assistant, ical models at many different abstraction levels, in-

or to operate in areas that are dangerous to humans cluding interaction models of infant-caretaker interac-
(Hirai, Hirose, Haikawa & Takenaka 1998, Kawamura, tions (Breazeal & Scassellati 1998, Breazeal (Ferrell)

Wilkes, Pack, Bishay & Barile 1996). Other research 1998), behavioral models of the development of infant

has focused on the construction of humanoid robots to reaching (Marjanoviki, Scassellati & Williamson 1996),

examine issues of human-robot interaction and cooper- and neural models of spinal motor neurons (Williamson

ation (Takanishi, Hirano & Sato 1998, Morita, Shibuya 1996, Williamson 1998). In this paper, we present an

& Sugano 1998), or to examine issues of sensory-motor on-going implementation of one behavioral model of

integration and architectural techniques from artificial social development which focuses on the recognition

intelligence (Kanehiro, Mizuuchi, Koyasako, Kakiuchi, and production of joint attention behaviors (Scassellati

Inaba & Inoue 1998). The majority of these research ef- 1996, Scassellati 1998c).

forts have focused on the challenging engineering issues
of building intelligent and adaptive systems. Models of Joint Attention

We have proposed that humanoid robotics research One of the critical precursors to social learning in hu-
can also investigate scientific questions about the nature man development is the ability to selectively attend
of human intelligence (Brooks, Breazeal (Ferrell), Irie, to an object of mutual interest. Humans have a large
Kemp, Marjanovi6, Scassellati & Williamson 1998). We repertoire of social cues, such as gaze direction, point-
believe that humanoid robots can serve as a unique ing gestures, and postural cues, that all indicate to an
tool to investigators in the cognitive sciences. Robotic observer which object is currently under consideration.
implementations of cognitive, behavioral, and develop- These abilities, collectively named mechanisms of joint
mental models provide a test-bed for evaluating the (or shared) attention, are vital to the normal devel-
predictive power and validity of those models. An opment of social skills in children. Joint attention to
implemented robotic model allows for more accurate objects and events in the world serves as the initial
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mechanism for infants to share experiences with others
and to negotiate shared meanings. Joint attention is
also a mechanism for allowing infants to leverage the
skills and knowledge of an adult caretaker in order to
learn about their environment, in part by allowing the
infant to manipulate the behavior of the caretaker and
in part by providing a basis for more complex forms of
social communication such as language and gestures.

Joint attention has been investigated by researchers Figure 1: Overview of Baron-Cohen's model of the de-
in a variety of fields. Experts in child development velopment of joint attention and theory of mind.
are interested in these skills as part of the normal
developmental course that infants acquire extremely
rapidly, and in a stereotyped sequence (Scaife & Bruner set of behavioral criteria centered around abnormal so-
1975, Moore & Dunham 1995). Additional work on the cial and communicative skills (DSM 1994, ICD 1993).
etiology and behavioral manifestations of pervasive de- Individuals with autism tend to have normal sensory
velopmental disorders such as autism and Asperger's and motor skills, but have difficulty with certain so-
syndrome have focused on disruptions to joint atten- cially relevant tasks. For example, autistic individuals
tion mechanisms and demonstrated how vital these fail to make appropriate eye contact, and while they
skills are in human social interactions (Cohen & Volk- can recognize where a person is looking, they often fail
mar 1997, Baron-Cohen 1995). Philosophers have been to grasp the implications of this information. Wlile
interested in joint attention both as an explanation the deficits of autism certainly cover many other cog-
for issues of contextual grounding and as a precur- nitive abilities, some researchers believe that the miss-
sor to a theory of other minds (Whiten 1991, Dennett ing mechanisms of joint attention may be critical to
1991). Evolutionary psychologists and primatologists the other deficiencies (Baron-Cohen 1995). In compari-
have focused on the evolution of these simple social son to other mental retardation and developmental dis-
skills throughout the animal kingdom as a means of orders (like Williams and Downs Syndromes), the so-
evaluating both the presence of theory of mind and cial deficiencies of autism are quite specific (Karmiloff-
as a measure of social functioning (Povinelli & Preuss Smith, Klima, Bellugi, Grant & Baron-Cohen 1995).
1995, Hauser 1996, Premack 1988). Evidence from research into the social skills of other

The investigation of joint attention asks questions animals has also indicated that joint attention can be
about the development and origins of the complex non- decomposed into a set of subskills. The same ontologi-
verbal communication skills that humans so easily mas- cal progression of joint attention skills that is evident in
ter: What is the progression of skills that humans must human infants can also be seen as an evolutionary pro-
acquire to engage in shared attention? When some- gression in which the increasingly complex set of skills
thing goes wrong in this development, as it seems to do can be mapped to animals that are increasingly closer
in autism, what problems can occur, and what hope do to humans on a phylogenetic scale (Povinelli & Preuss
we have for correcting these problems? What parts of 1995). For example, skills that infants acquire early
this complex interplay can be seen in other primates, in life, such as sensitivity to eye direction, have been
and what can we learn about the basis of communica- demonstrated in relatively simple vertebrates, such as
tion from these comparisons? snakes (Burghardt & Greene 1990), while skills that

are acquired later tend to appear only in the primates
Decomposing Social Skills (Whiten 1991).
The most relevant studies to our purposes have oc-
cured as developmental and evolutionary investigations A Theoretical Decomposition
of "theory of mind" (see Whiten (1991) for a collection One of the most influential models of joint attention
of these studies). The most important finding, repeated comes from Baron-Cohen (1995). Baron-Cohen's model
in many different forms, is that the mechanisms of joint gives a coherent account of the observed developmental
attention are not a single monolithic system. Evidence stages of joint attention behaviors in both normal and
from childhood development shows that not all mech- blind children, the observed deficiencies in joint atten-
anisms for joint attention are present from birth, and tion of children with autism, and a partial explanation
there is a stereotypic progression of skills that occurs of the observed abilities of primates on joint attention
in all infants at roughly the same rate (Hobson 1993). tasks.
For example, infants are always sensitive to eye direc- Baron-Cohen describes four Fodorian modules: the
tion before they can interpret and generate pointing eye-direction detector (EDD), the intentionality detec-
gestures. tor (ID), the shared attention module (SAM), and the

There are also developmental disorders, such as theory-of-mind module (TOMM) (see Figure 1). In
autism, that limit and fracture the components of this brief, the eye-direction detector locates eye-like shapes
system (Frith 1990). Autism is a pervasive developmen- and extrapolates the object that they are focused upon
tal disorder of unknown etiology that is diagnosed by a while the intentionality detector attributes desires and



Stage #1: Mutual Gaze Stage #3: Imperative Pointing

Stage #2: Gaze Following Stage #4: Declarative Pointing

Figure 2: A four-part task-based decomposition of joint attention skills. The capabilities for maintaining mutual gaze
lead to the ability of gaze following. Imperative pointing skills, combined with gaze following, results in declarative
pointing. For further information, see the text.

goals to objects that appear to move under their own current robot technology, and because they are signifi-
volition. The outputs of these two modules (EDD and cant. improvements to the behavioral repertoire of our
ID) are used by the shared attention module to gener- humanoid robot (Scassellati 1998d).
ate representations and behaviors that link attentional The simplest behavioral manifestation of Baron-
states in the observer to attentional states in the oh- Cohen's eye direction detector (EDD) is the recogni-
served. Finally, the theory-of-mind module acts on the tion and maintenance of eye contact. Many animals
output of SAM to predict the thoughts and actions of have been shown to be extremely sensitive to eyes that
the observed individual. In normal development, the are directed at them, including reptiles like the hog-
interaction of EDD, ID, and SAM produce a variety nosed snake (Burghardt & Greene 1990), avians like
of normal behaviors. Furthermore, the model proposes the chicken (Scaife 1976) and the plover (Ristau 1991),
that autistic behavior can be explained by including the and all primates (Cheney & Seyfarth 1990). Identifying
EDD and ID modules without any of the competencies whether or not something is looking at you provides an
of the shared attention module. obvious evolutionary advantage in escaping predators.

In many mammals, especially primates, the recognition
Decomposition based on Observable that another is looking at you also carries social sig-
Behaviors nificance. In monkeys, eye contact is significant for
In order to implement and test a complex social model, maintaining a social dominance hierarchy (Cheney &
representative behaviors that can be independently Seyfarth 1990). In humans, the reliance on eye contact
tested and observed must be identified for each part as a social cue is even more striking. Infants have a
of the model. A behavioral decomposition allows us to strong preference for looking at human faces and eyes,
evaluate the performance of the system incrementally and maintain (and thus recognize) eye contact within
and to match the observed behavior of our robot with the first three months. Maintenance of eye contact will
observed behavior in humans. The skill decomposition be the first testable behavioral goal for the eye direction
that we are pursuing is a set of representative behav- detector.
iors from EDD, ID, and SAM for two social modal- The simplest shared attention behavior is gaze follow-
ities (eye contact and pointing). This decomposition ing, the rapid alternation between looking at the eyes
includes four observable and testable behaviors: main- of the individual and looking at the distal object of
taining eye contact, gaze following, imperative pointing, their attention. As part of tie shared attention module
and declarative pointing. Figure 2 shows simple cartoon (SAM), gaze following utilizes information about eye
illustrations of these four skills in which the smaller fig- direction and mutual gaze from the eye direction de-
ure on the left in each cartoon represents the novice and tector (EDD) and extrapolates to external objects of
the larger figure on the right represents the caretaker. focus. While many animals are sensitive to eyes that
These skills were selected as representative behaviors are gazing directly at them, only primates show the
because the ontogeny and phylogeny of the skills have capability to extrapolate from the direction of gaze to
been intensively studied, because they are possible with a distal object, and only the great apes will extrapo-



late to an object that is outside their immediate field tion to objects that are clearly outside their reach, such
of view (Povinelli & Preuss 1995). This evolutionary as the sun or an airplane passing overhead. Declarative
progression is also mirrored in the ontogeny of social pointing also only occurs under specific social condi-
skills. At least by the age of three months, human tions; children do not point unless there is someone to
infants display maintenance (and thus recognition) of observe their action. From the perspective of Baron-
eye contact. However, it is not until nine months that Cohen's model, we can formulate declarative pointing
children begin to exhibit gaze following, and not until as the application of SAM and ID to the motor abilities
eighteen months that children will follow gaze outside of imperative pointing combined with imitative learn-
their field of view (Baron-Cohen 1995). Gaze following ing. When the intentionality detector identifies motion
is an extremely useful imitative gesture which serves that matches a pointing gesture, the shared attention
to focus the child's attention on the same object that module extrapolates to identify the distal target. The
the caregiver is attending to. Even this simple mech- recognition of pointing gestures builds upon the compe-
anism of joint attention is believed to be critical for tencies of gaze following; the infrastructure for extrap-
social scaffolding (Thelen & Smith 1994), development olation from a body cue is already present from gaze
of theory of mind (Baron-Cohen 1995), and providing following, it need only be applied to a new domain.
shared meaning for learning language (Wood, Bruner The generation of declarative pointing gestures builds
& Ross 1976). upon the motor capabilities of imperative pointing; by

While gaze following and eye contact constitute one imitating the successful pointing gestures of other in-
mechanism for joint attention, we believe that it will dividuals, the child can learn to make use of similar
also be instructive to examine a second mechanism for gestures.
establishing joint attention. We have selected pointing The involvement of imitation as a learning mecha-
as the second behavior. The development of pointing nism is consistent with ontological and a phylogenetic
to direct attention is based upon much more complex evidence. From an ontological perspective, declarative
sensory-motor control than eye gaze; pointing forces us pointing begins to emerge at approximately 12 months
to utilize the robot's arms and to recognize gesture cues. in human infants, which is also the same time that other
However, a pointing gesture can be used for purposes complex imitative behaviors such as pretend play begin
other than to direct attention. The same arm motion to emerge. From the phylogenetic perspective, declara-
can also be utilized to reach for an object. tive pointing has not been identified in any non-human

Developmental psychologists distinguish between im- primate (Premack 1988). This also corresponds to the
perative pointing which is a gesture to obtain an ob- phylogeny of imitation; no non-human primate has ever
ject that is out of reach by pointing at that object and been documented to display complex imitative behavior
declarative pointing which is a joint attention mecha- under general conditions (Hauser 1996).
nism. Imperative pointing is first seen in human chil-
dren at about nine months of age (Baron-Cohen 1995), Evaluating the Robotic Implementation
and occurs in many monkeys (Cheney & Seyfarth 1990). A robotic implementation of a behavioral model pro-
However, there is nothing particular to the infant's be- vides a standardized evaluation mechanism. Behavioral
havior that is different from a simple reach - the in- observation and classification techniques that are used
fant is initially as likely to perform imperative pointing on children and adults can be applied to the behav-
when the caretaker is attending to the infant as when ior of our robot with only minimal modifications. Be-
the caretaker is looking in the other direction or when cause of their use in the diagnosis and assessment of
the caretaker is not present. The caregiver's interpreta- autism and related disorders, evaluation tools for joint
tion of the infant's gesture provides the shared meaning. attention mechanisms, such as the Vineland Adaptive
Over time, the infant learns when the gesture is appro- Behavior Scales, the Autism Diagnostic Interview, and
priate. One can imagine the child learning this behavior the Autism Diagnostic Observation Schedule, have been
through simple reinforcement. The reaching motion of extensively studied (Sparrow, Marans, Klin, Carter,
the infant is interpreted by the adult as a request for a Volkmar & Cohen 1997, Powers 1997). With the eval-
specific object, which the adult then acquires and pro- uations obtained from these tools, the success of our
vides to the child. The acquisition of the desired object implementation efforts can be tested using the same
serves as positive reinforcement for the contextual set- criteria that are applied to human behaviors. The be-
ting that preceded the reward (the reaching action in havior of the complete robotic implementation can be
the presence of the attentive caretaker). Generation of compared with developmental data from normal chil-
this behavior is then a simple extension of a primitive dren. Furthermore, operating with only the EDD and
reaching behavior. ID modules should produce behavior that can be com-

Declarative pointing differs from imperative pointing pared with developmental data from autistic children.
in both form and function. Declarative pointing is char- With these evaluation techniques, we can determine the
acterized by an extended arm and index finger designed extent to which our model matches the observed biolog-
to draw attention to a distal object. Unlike imperative ical data. However, what conclusions can we draw from
pointing, it is not necessarily a request for an object; the outcomes of these studies?
children often use declarative pointing to draw atten- One possible outcome is that our robotic implementa-



tion will match the expected behavior evaluations, that with the world (Lakoff 1987); there is no need to model
is, the complete system will demonstrate normal uses aspects of the environment that can simply be expe-
of joint attention. In this case, our efforts have pro- rienced (Brooks 1986, Brooks 1991). The effects of
vided evidence that the model is internally consistent gravity, friction, and natural human interaction are ob-
in producing the desired behaviors, but says nothing tained for free, without any computation. Embodied
about the underlying biological processes. We can ver- systems can also perform some complex tasks in rela-
ify that the model provides a possible explanation for tively simple ways by exploiting the properties of the
the normal (and abnormal) development of joint atten- complete system. For example, when putting a jug of
tion, but we cannot verify that this model accurately milk in the refrigerator, you can exploit the pendulum
reflects what happens in biology, action of your arm to move the milk (Greene 1982). The

If the robotic implementation does not meet the same swing of the jug does not need to be explicitly planned
behavioral criteria, the reasons for the failure are signifi- or controlled, since it is the natural behavior of the
cant. The implementation may be unsuccessful because system. Instead of having to plan the whole motion,
of an internal logical flaw in the model. In this case, we the system only has to modulate, guide and correct the
can identify shortcomings of the proposed model and natural dynamics.
potentially suggest alternate solutions. A more diffi- Third, the social skills that we must implement to
cult failure may result if our environmental conditions test these models are important from an engineer-
differ too significantly from normal human social inter- ing perspective. A robotic system that can recognize
actions. While the work of Reeves & Nass (1996) leads and engage in joint attention behaviors will allow for
us to believe that this result will not occur, this pos- human-machine interactions that have previously not
sibility allows us to draw conclusions only about our been possible. The robot would be capable of learning
implementation and not the model or the underlying from an observer using normal social signals in the same
biological factors. way that human infants learn; no specialized training of

the observer would be necessary. The robot would also
A Robotic Approach to be capable of expressing its internal state (emotions,

desires, goals, etc.) through social interactions with-Building Social Skills out relying upon an artificial vocabulary. Further, a

A robotic approach to studies of joint attention and so- robot that, can recognize the goals and desires of others
cial skill development has three main advantages. First, will allow for systems that can more accurately react to
human observers readily anthropomorphize their social the emotional, attentional, and cognitive states of the
interactions with a human-like robot. Second, the con- observer, can learn to anticipate the reactions of the
struction of a physically embodied system may be corn- observer, and can modify its own behavior accordingly.
putationally simpler than the construction of a simu-
lation of sufficient detail. Third, the skills that must Robotic Hardware
be inplemented to test these models are useful for a Our humanoid robot, called Cog, was designed to in-
variety of other practical robotics tasks. vestigate a variety of scientific and engineering issues;

Interactions with a robotic agent are easily anthropo- constraints imposed by social interaction studies were
morphized by children and adults. An embodied system balanced with constraints from other parallel investi-
with human form allows for natural social interactions gations, as well as constraints from cost and availabil-
to occur without any additional training or prompting. ity of components (Brooks & Stein 1994, Brooks et al.
Observers need not be trained in special procedures nec- 1998). To allow for natural social interactions, and to
essary to interact with the robot; the same behaviors provide similar task constraints, our robot was built
that they use for interacting with other people allow with human-like sensory systems and motor abilities
them to interact naturally with the robot. In our expe- (see Figure 3).
rience, and in the empirical studies by Reeves & Nass To approximate human motion, Cog has a total
(1996), people readily treat a robot as if it were another of twenty-one mechanical degrees-of-freedom (DOF).
person. Human form also provides important task con- Cog's torso has six degrees of freedom: the waist bends
straints on the behavior of the robot. For example, to side-to-side and front-to-back, the "spine" can twist,
observe an object carefully, our robot must orient its and the neck tilts side-to-side, nods front-to-back, and
head and eyes toward a target. These task constraints twists left-to-right. To approximate human eye motion,
allow observers to easily interpret the behavior of the each eye can rotate about an independent vertical axis
robot. (pan) and a coupled horizontal axis (tilt). Each arm has

A second reason for choosing a robotic implemen- six compliant degrees of freedom, each of which is pow-
tation is that physical embodiment may actually sim- ered by a series elastic actuator (Pratt & Williamson
plify the computation necessary for this task. The di- 1995) which provides a sensible "natural" behavior: if
rect physical coupling between action and perception it is disturbed, or hits an obstacle, the arm simply de-
reduces the need for an intermediary representation. flects out of the way.
For an embodied system, internal representations can To obtain information about the environment, Cog
be ultimately grounded in sensory-motor interactions has a variety of sensory systems including visual,



built Motorola 68332 processor boards, and a digital
signal processor network for auditory and visual pro-
cessing combine to provide higher-level functionality.

Implementing Joint Attention
Even the simplest of joint attention behaviors re-
quire the coordination of a large number of percep-
tual, sensory-motor, attentional, and cognitive pro-
cesses, including basic eye motor skills, face and eye
detection, determination of eye direction, gesture recog-
nition, attentional systems that allow for social be-
havior selection at appropriate moments, emotive re-
sponses, arm motor control, image stabilization, and
many others. We have begun to construct many of
these component pieces, and many results from this
work have been published previously (Brooks et al.
1998, Scassellati 1998d, Scassellati 1998b, Marjanovi6
et al. 1996, Breazeal & Scassellati 1998, Breazeal (Fer-
rell) 1998). In this section, we will review some of the
capabilities of our robot that have direct bearing on
implementing joint attention.

Implementing Maintenance of Eye Contact

Implementing the first stage in our developmental
framework, recognizing and responding to eye contact,
requires mostly perceptual abilities. We require at least

Figure 3: Cog, an upper-torso humanoid robot with that the robot be capable of finding faces, determining
Ftwenty-oe degresof freedom and a variety of sensory the location of the eye within the face, and determiningtwenty-one degreesualfredom a cd a kiet hetior if the eye is looking at the robot. The only necessary
systems including visual, auditory, tactile, kinesthetic, motor abilities are to maintain a fixation point.
and vestibular systems. Many computational methods of face detection on

static images have been investigated by the machine
vestibular, auditory, tactile, and kinesthetic senses. vision community, for example Sung & Poggio (1994)
The visual system mimics some of the capabilities of the and Rowley, Baluja & Kanade (1995). However, these
human visual system, including binocularity and space- methods are computationally intensive, and current im-
variant sensing (Scassellati 1998a). To allow for both plementations do not operate in real time. However, a
a wide field of view and high resolution vision, there simpler strategy for finding faces can operate in real
are two cameras per eye, one which captures a wide- time and produce good results under dynamic condi-
angle view of the periphery (88.60 (V) x 115.8°(H) field tions (Scassellati 1998b). The strategy that we use isof view) and one which captures a narrow-angle view based on the ratio-template method of object detection
of the central (foveal) area (18.41(V) x 24.41(H) field reported by Sinha (1994). In summary, finding a face
of view with the same resolution). Vestibular function is accomplished with the following five steps:
is approximated with three rate gyroscopes and two in- 1. Use a motion-based pre-filter to identify potential
cinometers. The robot has two microphones for ears, face locations in the peripheral image.
and simple pinnae. We have also begun implementing a 2. Use a ratio-template based face detector to identify
tactile system using arrays of resistive force sensors for
the torso and hands. Kinesthetic information, including target faces.
joint position from shaft encoders and potentiometers, 3. Saccade to the target using a learned sensory-motor
temperature measurements from the motors and mo- mapping.
tor driver chips, and torque measurements from strain 4. Convert the location in the peripheral image to a
gauges on the arms, are also available on our robot. foveal location using a learned mapping.

Cog has a distributed, heterogeneous computational 5. Extract the image of the eye from the foveal image.
network. Similar to the decomposition in humans, spe-
cialized subsystems operate on specific aspects of the A short summary of these steps appears below, and
robot's behavior. Each joint has a dedicated on-board additional details can be found in Scassellati (1998b).
motor controller that performs low-level functions and To identify face locations, the peripheral image is
simple reflexes, similar to the spinal cord. A network converted to grayscale and passed through a pre-filter
of industrial Pentium processors, a network of custom- stage (see Figure 4). The pre-filter allows us to search



Figure 6: Block diagram for finding eyes and faces.
Figure 4: Block diagram for the pre-filtering stage of Once a target face has been located, the system must
face detection. The pre-filter selects target locations saccade to that location, verify that the face is still
based upon motion information and past history. The present, and then map the position of the eye from the
pre-filter allows face detection to occur at 20 Hz with face template onto a position in the foveal image.
little accuracy loss.

age. To maintain portability and to ensure accuracy in
the sensory-motor behaviors, we require that all of our

L-7 sensory-motor behaviors be learned by on-line adaptive
algorithms (Brooks et al. 1998). The mapping between
image location,- and the motor commands necessary to

L fv-, t -Offoveate that target is called a saccade map. This map
01- is implemented as a 17 x 17 interpolated lookup table,

which is trained by the following algorithm:

1. Initialize with a linear map obtained from self-
calibration.

2. Randomly select a visual target.

3. Saccade using the current map.

4. Find the target in the post-saccade image using cor-

Figure 5: A ratio template for face detection. The tem- relation.

plate is composed of 16 regions (the gray boxes) and 23 5. Update the saccade map based on L2 error.
relations (shown by arrows). 6. Go to step 2.

The system converges to an average of less than one
only locations that are likely to contain a face, greatly pixel of error per saccade after 2000 trials (1.5 hours).
improving the speed of the detection step. The pre-filter More information on this technique can be found in
selects a location as a potential target if it has had mo- Marjanovi6 et al. (1996).
tion in the last 4 frames, was a detected face in the last Because humans are rarely motionless, after the ac-
5 frames, or has not been evaluated in 3 seconds. A tive vision system has saccaded to the face, we first
combination of the pre-filter and some early-rejection verify the location of the face in the peripheral image.
optimizations allows us to detect faces at 20 Hz with The face and eye locations from the template in the
little accuracy loss. peripheral camera are then mapped into foveal camera

Face detection is done with a template-based method coordinates using a second learned mapping. The map-
called "ratio templates" designed to recognize frontal ping from foveal to peripheral pixel locations can be
views of faces under varying lighting conditions (Sinha seen as an attempt to find both the difference in scales
1996). A ratio template is composed of a number of between the images and the difference in pixel offset.
regions and a number of relations, as shown in Figure In other words, we need to estimate four parameters:
5. Overlaying the template with a grayscale image lo- the row and column scale factor that we must apply
cation, each region is convolved with the grayscale im- to the foveal image to match the scale of the periph-
age to give the average grayscale value for that region. eral image, and the row and column offset that must be
Relations are comparisons between region values, such applied to the foveal image within the peripheral im-
as "the left forehead is brighter than the left temple." age. This mapping can be learned in two steps. First,
In Figure 5, each arrow indicates a relation, with the the scale factors are estimated using active vision tech-
head of the arrow denoting the lesser value. The match niques: while moving the motor at a constant speed,
metric is the number of satisfied relations; the more we measure the optic flow of both cameras. The ratio
matches, the higher the probability of a face. of the flow rates is the ratio of the image sizes. Second,

Once a face has been detected, two sensory-motor we use correlation to find the offsets. The foveal image
mappings must be used to extract the eye image (see is scaled down by the discovered scale factors, and then
Figure 6). First, the face location is converted into a correlated with the peripheral image to find the best
motor command to center the face in the peripheral im- match location.



Figure 7: Additional examples of successful face and eye detections. The system locates faces in the peripheral
camera, saccades to that position, and then extracts the eye image from the foveal camera. The position of the eye
is inexact, in part because the human subjects are not motionless.

Once this mapping has been learned, whenever a face
is foveated we can extract the image of the eye from the
foveal image. This extracted image is then ready for
further processing. The left image of Figure 8 shows
the result of the face detection routines on a typical
grayscale image before the saccade. The right image of
Figure 8 shows the extracted subimage of the eye that
was obtained after saccading to the target face. Addi-
tional examples of successful detections on a variety of
faces can be seen in Figure 7. This method achieves
good results in a dynamic real-world environment; in a
total of 140 trials distributed between 7 subjects, the
system extracted a foveal image that contained an eye
on 131 trials (94% accuracy) (Scassellati 1998b).

In order to accurately recognize whether or not the
caregiver is looking at the robot, we must take into
account both the position of the eye within the head
and the position of the head with respect to the body.
Work on extracting the location of the pupil within the
eye and the position of the head on the body has begun,
but is still in progress.

Implementing Gaze Following Figure 8: A successfully detected face and eye. The
Once our system is capable of detecting eye contact, we 128x128 grayscale image was captured by the active vi-
require three additional subskills to achieve gaze fol- sion system, and then processed by the pre-filtering and
lowing: extracting the angle of gaze, extrapolating the ratio template detection routines. One face was found
angle of gaze to a distal object, and motor routines for within the peripheral image, shown at left. The right
alternating between the distal object and the caregiver. subimage was then extracted from the foveal image us-
Extracting angle of gaze is a generalization of detecting ing a learned peripheral-to-foveal mapping.
someone gazing at you, and requires the skills noted



6 months: Sensitivity to field 12 months: Geometric stage

9 months: Ecological stage 18 months: Representational stage

Figure 9: Proposed developmental progression of gaze following adapted from Butterworth (1991). At 6 months,
infants show sensitivity only to the side that the caretaker is gazing. At 9 months, infants show a particular strategy
of scanning along the line of gaze for salient objects. By one year, the child can recognize the vergence of the
caretaker's eyes to localize the distal target, but will not orient if that object is outside the field of view until 18
months of age.

in the preceding section. Extrapolation of the angle ence of objects outside its own view.
of gaze can be more difficult. By a geometric analysis Implementing this progression for a robotic system
of this task, we would need to determine not only the provides a simple means of bootstrapping behaviors.
angle of gaze, but also the degree of vergence of the The capabilities used in detecting and maintaining eye
observer's eyes to find the distal object. However, the contact can be extended to provide a rough angle of
ontogeny of gaze following in human children demon- gaze. By tracking along this angle of gaze, and watch-
strates a simpler strategy. ing for objects that have salient color, intensity, or mo-

Butterworth (1991) has shown that at approximately tion, our robot canl mimic the ecological strategy. From
6 months, infants will begin to follow a caregiver's gaze an ecological mechanism, we can refine the algorithmus
to the correct side of the body, that is, the child can dis- for determining gaze and add mechanisms for determin-
tinguish between the caretaker looking to the left and ing vergence. A rough geometric strategy can then be
the caretaker looking to the right (see Figure 9). Over implemented, and later refined through feedback from
the next three months, their accuracy increases so that the caretaker. A representational strategy requires the
they can roughly determine the angle of gaze. At 9 ability to maintain information on salient objects that
months, the child will track from the caregiver's eyes are outside of the field of view including information on
along the angle of gaze until a salient object is encoun- their appearance, location, size, and salient properties.
tered. Even if the actual object of attention is further The implementation of this strategy requires us to make
along the angle of gaze, the child is somehow "stuck" assumptions about the important properties of objects
on the first object encountered along that path. But- that must be included in a representational structure,
terworth labels this the "ecological" mechanism of joint a topic beyond the scope of this paper.
visual attention, since it is the nature of the environ-
ment itself that completes the action. It is not until 12 Implementing Imperative Pointing
months that the child will reliably attend to the distal Implementing imperative pointing is accomplished by
object regardless of its order in the scan path. This implementing the more generic task of reaching to a
"geometric" stage indicates that the infant successfully visual target. Children pass through a developmental
can determine not only the angle of gaze but also the progression of reaching skills (Diamond 1990). The fist
vergence. However, even at this stage, infants will only stage in this progression appears around the fifth month
exhibit gaze following if the distal object is within their and is characterized by a very stereotyped reach which
field of view. They will not turn to look behind them, always initiates from a position close to the child's eyes
even if the angle of gaze from the caretaker would war- and moves ballistically along an angle of gaze directly
rant such an action. Around 18 months, the infant be- toward the target object. Should the infant miss with
gins to enter a "representational" stage in which it will the first attempt, the arm is withdrawn to the starting
follow gaze angles outside its own field of view, that is, position and the attempt is repeated.
it somehow represents the angle of gaze and the pres- To achieve this stage of reaching on our robotic sys-
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Figure 10: Reaching to a visual target is the product of two subskills: foveating a target and generating a ballistic

reach from that eye position. Image correlation can be used to train a saccade map which transforms retinal
coordinates into gaze coordinates (eye positions). This saccade map can then be used in conjunction with motion
detection to train a ballistic map which transforms gaze coordinates into a ballistic reach.

tem, we have utilized the foveation behavior to train the 5. Use the saccade map to convert the error signal from
arm to reach (Marjanovi6 et al. 1996). To reach to a vi- image coordinates into gaze positions, which can be
sual target, the robot must learn the mapping from reti- used to train the ballistic map.
nal image coordinates Y = (x, y) to the head-centered
gaze coordinates of the eye motors 6 = (pan, tilt) and 6. Withdraw the arm, and repeat.
then to the coordinates of the arm motors 6 = (ao...a5) This learning algorithm operates continually, in real
(see Figure 10). The saccade map S : Y -6 * relates time, and in an unstructured "real-world" environ-
positions in the camera image with the motor coin- ment without using explicit world coordinates or
mands necessary to foveate the eye at that location, complex kinematics. This technique successfully
Our task then becomes to learn the ballistic movement trains a reaching behavior within approximately three
mapping head-centered coordinates F to arm-centered hours of self-supervised training. Video clips of
coordinates 6. To simplify the dimensionality problems Cog reaching to a visual target are available from
involved in controlling a six degree-of-freedom arm, arm http://www.ai . mit. edu/proj ects/cog/, and addi-
positions are specified as a linear combination of basis tional details on this method can be found in Mar-
posture primitives. janovi6 et al. (1996).

The ballistic mapping F : --* is constructed by
an on-line learning algorithm that compares motor com- Implementing Declarative Pointing
mand signals with visual motion feedback clues to lo- The task of recognizing a declarative pointing gesture
calize the arm in visual space. Once the saccade map can be seen as the application of the geometric and rep-
has been trained, we can utilize that mapping to gener- resentational mechanisms for gaze following to a new
ate error signals for attempted reaches (see Figure 11). initial stimulus. Instead of extrapolating from the vec-
By tracking the moving arm, we can obtain its final po- tor formed by the angle of gaze to achieve a distal ob-
sition in image coordinates. The vector from the tip of ject, we extrapolate the vector formed by the position
the arm in the image to the center of the image is the vi- of the arm with respect to the body. This requires a
sual error signal, which can be converted into an error in rudimentary gesture recognition system, but otherwise
gaze coordinates using the saccade mapping. The gaze utilizes the same mechanisms.
coordinates can then be used to train a forward and We have proposed that producing declarative point-
inverse model of the ballistic map using a distal super- W e hav e upo n th e imitating declarativevised learning technique (Jordan & Rumellhart 1992). ing gestures relies upon the imitation of declarative
A single learning trial proceeds as follows: pointing in an appropriate social context. We have notyet begun to focus on the problems involved in recog-
1. Locate a visual target. nizing these contexts, but we have begun to build sys-

2. Saccade to that target using the learned saccade map. tems capable of simple mimicry. By adding a tracking
mechanism to the output of the face detector and then3. Convert the eye position to a ballistic reach using the classifying these outputs, we have been able to have the

ballistic map. system mimic yes/no head nods of the caregiver, that
4. As the arm moves, use motion detection to locate the is, when the. caretaker nods yes, the robot responds by

end of the arm. nodding yes (see Figure 12). The face detection module
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Figure 11: Generation of error signals from a single reaching trial. Once a visual target is foveated, the gaze
coordinates are transformed into a ballistic reach by the ballistic map. By observing the position of the moving
hand, we can obtain a reaching error signal in image coordinates, which can be converted back into gaze coordinates
using the saccade map.

tentional marker over time represents the motion of the
face stimulus. The motion of the attentional marker for
a fixed-duration window is classified into one of three
static classes: a yes class, a no class, and a no-motion
class. Two metrics are used to classify the motion, the
cumulative sum of the displacements between frames
(the relative displacement over the time window) and
the cumulative sum of the absolute values of the dis-
placements (the total distance traveled by the marker).
If the horizontal total trip distance exceeds a threshold
(indicating some motion), and if the horizontal cumula-
tive displacement is below a threshold (indicating that
the motion was back and forth around a mean), and if
the horizontal total distance exceeds the vertical total
distance, then we classify the motion as part of the no
class. Otherwise, if the vertical cumulative total trip
distance exceeds a threshold (indicating some motion),Figure 12: Images captured from a videotape of the and if the vertical cumulative displacement is below a

robot imitating head nods. The upper two images show threshold (indicating that the motion was up and down
the robot imitating head nods from a human caretaker. around a mean), then we classify the motion as part
The output of the face detector is used to drive fixed of the yes class. All other motion types default to the
yes/no nodding responses in the robot. The face detec- no-motion class. These simple classes then drive fixed-
tor also picks out the face from stuffed animals, and will action patterns for moving the head and eyes in a yes
also mimic their actions. The original video clips are or no nodding motion. While this is a very simple form
available at http://www.ai.mit.edu/projects/cog/. of imitation, it is highly selective. Merely producing

horizontal or vertical movement is not sufficient for the
head to mimic the action - the movement must comeproduces a stream of face locations at 20Hz, An attenm- from a face-like object. Video clips of this imitation,

tional marker is attached to the most salient face stim- f a w ell as ourthe .docu entation,
ulus, and the location of that marker is tracked from as well as further documentation, are available from

frame to frame. If the position of the marker changes http://www.ai.mit.edu/projects/cog/.
drastically, or if no face is determined to be salient,
then the tracking routine resets and waits for a new
face to be acquired. Otherwise, the position of the at-
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